
IOSR Journal of Computer Engineering (IOSR-JCE)  

e-ISSN: 2278-0661,p-ISSN: 2278-8727,  

PP 50-52 

www.iosrjournals.org  

Recent Trends in Computer Technology & Communication 2k16" (RTCTC-2k16)                  50 | Page 

 

Target Opinion Words Based On the Word Alignment Model for 

Online Reviews 
                                                           

P.S. Hire
1
, S.A. Gangurde 

2  
, S.A. Darade

3 
&B.J.Patil

4
 

123(
(E&TC Dept., K.V.N.NAIK COE, S.P.P.U.,MS, India

) 

 

Abstract : The important tasks of opinion mining is Mining opinion targets and words from the online reviews. 

The main component is to detect opinion relations between words. We study a novel approach, which looks for 

opinion relations in the form of alignment process. After that graph-based algorithm is study. And at the last, a 

candidate who has higher confidence those is extracted. As compared with other methods, this model is making 

the task of opinion relations, for large-span relations also. As Compared with the syntax method, the word 

alignment model is looks for negative effects of when we are looking for online texts. We can say that this model 

obtains better precision, As Compared to the traditional unsupervised alignment model. When we search for 

candidate confidence, we get to know that higher-degree vertices in the graph-based algorithm are decreasing 

the probability of the generation of error.  
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I. Introduction 
Mining opinion targets and opinion words from online reviews are important tasks for fine-grained 

opinion mining, the key component of which involves detecting opinion relations among words.With the rapid 

development of Web 2.0, a huge number of product reviews are springing up on the Web. From these reviews, 

customers can obtain first-hand assessments of product information and direct supervision of their purchase 

actions. Means, manufacturers can obtain immediate feedback and opportunities to improve the quality of their 

products. Thus, mining opinions from online reviews has become an increasingly urgent activity and has 

attracted a great deal of attention from researchers .To extract and analyze opinions from online reviews, it is 

unsatisfactory to merely obtain the overall sentiment about a product. In most cases, customers expect to find 

fine-grained sentiments about an aspect or feature of a product that is reviewed. 

For example: “This phone has a colorful and big screen,  but its LCD resolution is very disappointing.” 

 Readers expect to know that the reviewer expresses a positive opinion of the phone’s screen and a 

negative opinion of the screen’s resolution, not just the reviewer’s overall sentiment. To fulfill this aim, both 

opinion targets and opinion words must be detected. First, however, it is necessary to extract and construct an 

opinion target list and an opinion word lexicon, both of which can provide prior knowledge that is useful for 

fine-grained opinion mining and both of which are the focus of this paper. 

At end, this proposes a novel approach based on the partially-supervised alignment model, which 

regards identifying opinion relations as an alignment process. Then, a graph-based co-ranking algorithm is 

exploited to estimate the confidence of each candidate. Finally, candidates with higher confidence are extracted 

as opinion targets or opinion words. Compared to previous methods based on the nearest-neighbor rules, our 

model captures opinion relations more precisely, especially for long-span relations. Compared to syntax-based 

methods, our word alignment model effectively alleviates the negative effects of parsing errors when dealing 

with informal online texts. In particular, compared to the traditional unsupervised alignment model, the 

proposed model obtains better precision because of the usage of partial supervision. In addition, when 

estimating candidate confidence, we penalize higher-degree vertices in our graph-based co-ranking algorithm to 

decrease the probability of error generation.  

 

II. Proposed System 
In this, we can present a feature-based product ranking technique that mines various customer reviews. 

We first identify product features and analyze their frequencies. For each feature, we identify subjective and 

comparative sentences in reviews. We then assign sentiment orientations to these sentences. We model the 

relationships among products by using the information obtained from customer reviews, by constructing a 

weighted and directed graph. We mine this graph to determine relative quality of products. Experiments on 

Digital Camera and Television reviews demonstrate the results of the proposed techniques. 

          Because of the user convenience as well as reliability, and the product cost there are the large numbers of 

customers are choosing one of the best way to online shopping online shopping. And now a days, online 
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shopping is much more popular in the world. And this makes very profitable to customer. To make purchasing 

the decisions is based on only pictures and short descriptions of the product, and it is very difficult for customers 

to purchasing the customers; as the number of products being sold online is increases. On the other hand, 

customer reviews, i.e. text describing features of the product, their comparisons and experiences of particular 

product provide a rich source amount of information to compare products. And to make the good purchasing 

decisions, online retailers like Amazon.com, and flipcart.com allow us customers to add reviews of products that 

they have purchased. These reviews become diverse to aid the other customers. Traditionally, many customers 

have used expert rankings. To assign the rank to the product, then it is very beneficial for the customer to select 

the product and its quality like good in quality or bad. Moreover, the product usually has multiple product 

features, their advantages and some drawbacks, which plays a vital role in different manner. Different customers 

may be interested in different features of a product, and their preferences may vary accordingly. 

 

2.1 System Architecture: 

We select real online reviews from different domains and languages as the evaluation datasets. We 

compare our method to several state-of-the-art methods on opinion target/word extraction. We present the main 

framework of our method. As mentioned, we regard extracting opinion targets/words as a co-ranking process. 

We assume that all nouns/noun phrases in sentences are opinion target candidates, and all adjectives/verbs are 

regarded as potential opinion words, which are widely adopted by previous methods. Each candidate will be 

assigned a confidence, and candidates with higher confidence than a threshold are extracted as the opinion 

targets or opinion words. To assign a confidence to each candidate, our basic motivation is as follows. 

“If a word is likely to be an opinion word, The nouns/ noun phrases with which that Word has a modified relation 

will have higher Confidence as opinion target. If a noun/noun-phrase is an opinion target, the word that modifies it 

will Be highly likely to be an opinion word". 

We can see that the confidence of a candidate (opinion target or opinion word) is collectively determined 

by its neighbors according to the opinion associations among them. Simultaneously, each candidate may influence 

its neighbors. This is an iterative reinforcement process. 

The fig. 1.1 says that when a particular customer does online shopping, after that according to that 

particular product he or she should post reviews i.e. feedback of customer about product. Those reviews may be 

either positive or negative. After sending the reviews, system will send reviews to the server. Server will apply 

filter for those review. Filter is applied to separate positive or negative review So that extraction of positive 

reviews and negative reviews will be done. As well as separation of words those are meaningful will be 

extracted. For this separation Hill climbing algorithm is used. Server will identify keyword for this partially 

supervise algorithm is used and will assign polarity to them in this positive and negative sentence is 

distinguished. 

                                                         
Fig. 1.1 Architecture of system 

 

III. Conclusion 
We studied a novel method by making use of word alignment model, for co-extraction of opinion 

targets as well as co-extraction of opinion words. The main goal is to focusing on detection of the opinion 

relations which are present in between opinion targets and opinion words. As compared with previous method 

which is based on nearest neighbor rules and syntactic patterns, this proposed method captures opinion relations. 

Because of this advantage, this method is more useful for extraction of opinion target and opinion word. After 

that, we will generate Opinion Relation Graph to show all the candidates and detected opinion relations between 

them.  
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